Abstract: One of the main problems in managing multidimensional data for decision making is that it is not possible to define a complete ordering on multidimensional Euclidean spaces. In order to solve this problem the scientific community has developed techniques more and more sophisticated which can be collected under the name of Multivariate Statistics. Recently D'Esposito & Ragozini, 2004 have proposed an ordering procedure in which the “meaningful direction” is the “worst-best” one. The aim of this paper is to extend the approach in D'Esposito & Ragozini, 2004 by considering that, above all in financial applications, data are obtained by considering variables in different scales and, as we will show, this can lead to undesired results. In particular we show that, without an appropriate rescaling, data with a large range of variation are “overweighted” with respect to data with small range of variation.
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1 Introduction

A decision maker is asked to perform decisions among many alternatives on the basis of multivariate data. An agent in a financial market face in making her decisions face this problem in fact she has to determine her portfolio of assets and for each asset she has a certain number of different variables to take into account. The problem is that, in general, the reality is multidimensional and it is not always possible to quantify phenomena by means of quantitative unidimensional “indicators”.

The main problem in managing multidimensional data for decision making is that it is not possible to define a complete ordering on multidimensional Euclidean spaces. As a result, the scientific community has developed techniques more and more sophisticated which can be collected under the name of Multivariate Statistics.

The underlying idea is that geometry can help multivariate data analysis; in fact data can be considered as a cloud of points in a multidimensional Euclidean space and the main question is: is it possible the interpretation of data on the clouds of points? In principle it seems difficult to answer since clouds of points come from data tables.
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and are not geometric objects; the construction is made on the basis of mathematical structures applied on data. The literature on this subject present very interesting results such as: Correspondence Analysis, Principal Component Analysis, Structured Data Analysis and Inductive Data Analysis (complete reference on the subject in Roux & Rouanet, 2004).

In this paper we consider a different approach to the problem of decision making with multivariate data which answers the following question: It is possible to make a reduction of multidimensionality to unidimensionality? If this is the case the problem of ordering multivariate data is completely solved.

One way to answer this question is finding a “meaningful direction” in the data cloud and considering the projections of data on this “meaningful direction” in order to have unidimensional quantities.

In D’Esposito & Ragozini, 2004 the authors provide an ordering procedure in which the “meaningful direction” is the “worst-best” one. This approach seems to be very interesting since the “worst-best” direction is meaningful in the sense of information contained.

The aim of this paper is to extend this approach by considering a feature that is very important in order to have results that are not depend on the data set. The problem is that, above all in financial applications, data are obtained by considering variables in different scales and, as we will show, this can lead to results in which the range of variation of data influences the ordering procedure. In particular we show that, without an appropriate rescaling, data with a large range of variation are “overweighted” with respect to data with small range of variation.

In particular, in financial applications, the financial assets are represented by certain numbers of financial indicators that are often in different scales. For instance, if we consider the market capitalization (in million of euros) and EPS (in euros) in order to evaluate an asset, it is clear that a variation on few euros in the first variable has not the same effect of the same variation in the second variable.

2 The Ordering Procedure

The ordering procedure based on the “worst-best” direction for the projection requires the choice of the worst and best performance say the vectors \( x_{\text{min}} \) and \( x_{\text{max}} \). This can be done in two different ways: the first is determine a priori the extreme performance (on the basis of an expert knowledge) and the second is to construct the extreme values with some procedure. The main issue is to determine the direction (a vector with norm equal to one) \( u \) on which the different values \( x_i \) are projected and so reduced to a single value. The authors define

\[
u = \frac{x_{\text{max}} - x_{\text{min}}}{\|x_{\text{max}} - x_{\text{min}}\|},\]

that is the “worst-best” direction. In order to consider the point \( x_{\text{min}} \) as the origin of the axis each vector \( x_i \) is transformed in \( \tilde{x}_i \) in the following way:

\[
\tilde{x}_i = x_i - x_{\text{min}}.
\]
The projection of the vector \( \tilde{x}_i \) onto the vector \( u \) is the vector:

\[
x_i^* = u \cdot \frac{\langle \tilde{x}_i, u \rangle}{\| u \|} = u \cdot \langle \tilde{x}_i, u \rangle,
\]

where \( \langle \cdot, \cdot \rangle \) is the scalar product. The real number \( \langle \tilde{x}_i, u \rangle \) is the univariate indicator and is a sort of distance from the worst performance.

In the complete version of this paper we will give a graphical representation of this procedure.

This approach, however, do not consider an important feature that is often present in real data: the problem of different scale in which data are given. In the example given in D’Esposito & Ragozini, 2004 they consider bivariate data set consisting in the unemployment rate and the average bank deposit in order to evaluate ranking among territorial units. In this example the range of variation of the two parameters is very different. As a result the parameter with a large range of variation is overweighted with respect to the parameter with low range of variation. This problem leads to an ordering procedure in which the overweighted parameter is the most relevant one. A very simple way to confirm it is to compute the correlation among the single variables and the final score derived from them. In this case, in fact, the correlation is proportional to the range of variation of the variables.

The effect of the range of variation, that is a well-known bad indicator of variability, on the weight of the variable is absolute not statistically justifiable.

In the next session we propose a possible solution to this problem.

3 The Problem of the Range of Variation

It is easy to show that, in the previous context, parameters with a large range of variation are weighted, a priori, more than parameters with a low range of variation and this influences negatively the interpretation of results. In order to solve this problem we propose a normalizing procedure on the data to be done before applying the ordering procedure defined above.

In our case it is enough to use (following Delvecchio, 1995) the normalizing procedure:

\[
\hat{x}_i = \frac{x_i - x_{i}^{\text{min}}}{x_{i}^{\text{max}} - x_{i}^{\text{min}}}.
\]

This normalization has two important consequences: the range of variation of parameters is the same for all data \((0, 1)\) and the direction \( u \) has a fixed slope (in a two dimensional case is exactly the diagonal of the \([0, 1] \times [0, 1]\) box).

The problem of the range of variation has an important application in the case of financial data. In fact, in order to evaluate different assets, financial agents has to make

\(^*\)Clearly this is not the only normalizing procedure available, but any other choice do not modify the conclusions on the negative effect of the different range of variation of the variable to synthetize. The main problem is the necessity of homogenize data before being computed.
multidimensional ordering of data with parameters in very different range of variations and results can be strictly influenced by this fact. In Russo & Spada, 2005 it is shown how this problem is often underestimate and it leads to undesired results. They show that the relative weight of the single variables with respect to the aggregation of data is proportional to the range of variation of the variables and this is a very undesiderable result as indicated before.

In the complete version of this paper we will present some relevant (in the sense of effect on the decision procedure) applications to financial markets of such problem in order to avoid undesired effects in the evaluation process for decision makers.
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